A Novel Method for Computing the Minimum Spanning Tree and Solution Based on Cellular Neural NetworksImplemented on Digital Platforms
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Abstract— We present a novel method for transforming graph theoretical problems into optimization problems and computing the minimum spanning tree (MST) of weighted and undirected graphs. The computing using Cellular Neural Networks (CNN) is considered for ultra-fast solutions when dealing with graphs of complex topology. As proof of concepts of the proposed method, simulations are performed on graphs of magnitude 11 and degree 8. The results obtained show the efficiency of the novel method.
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I. INTRODUCTION

The optimization issue is an essential step towards the modeling of NP-hard problems [1-3]. Example of such problems can be investigating the minimum spanning tree (MST) in a complex graph. Investigating MST is a striking problem leading to various potential applications basically in networks. Indeed, many engineering problems can be expressed by MST; examples of these problems can be: designing communication networks or electrical power systems, routing in packet networks [2-4], just to name a few. In this paper, we present a novel method for computing minimum spanning tree. The neuron-dynamics concept [5] is exploited to transform the optimization function derived with respect to a considered graph topology into sets of ordinary differential equations (ODEs). The ODEs are solved using the CNN concept. This paper is organized as follows: Section 2 deals with a brief description of the CNN model used to design the CNN simulator. Section 3 presents a general theory showing how the optimization function can be conducted by combining both objective (or cost) function with constraints and the principle of deriving sets of ODEs. Section 4 applies the general optimization theory to a specific problem which is finding the MST. This problem is formulated analytically and sets of mathematical expressions are derived which are being used to evaluate the MST. Section 5 deals with the design of the CNN simulator to solve the proposed ODEs. Section 6 shows the simulation results obtained with CNN. Various graph topologies with same magnitudes but different weights are envisaged and the MST is computed for each of them. Section 7 deals with conclusions and some open research directions.

II. CELLULAR NEURAL NETWORKS

The concept of CNN was introduced by Leon O. Chua and Lin Yang in 1988. The original idea was to use an array of simple, non-linearly coupled dynamic circuits to process in parallel large amounts of data in real time [6]. The CNN processor is built using a large array of interconnected nonlinear dynamic systems called cells. The state control CNN (SC-CNN) with a self-feedback template is modeled by (1) [7]. $x_i, y_i$ and $u_i$ are the state, output and input variables respectively.

\[
\dot{x}_i = -x_i + \sum_{j=1}^{M} \left( \hat{A}_{ij} x_j + A_{ij} y_j + B_{ij} u_i \right) + I_i \quad (1)
\]

The coefficients $\hat{A}_{ij}, A_{ij}, B_{ij}$ are the self-feedback template, feedback template and control template, respectively. The schematic model of a SC-CNN cell coupled to (M-1) neighbouring cells is depicted in Fig. 1.

The Cellular Neural Networks are particularly interesting because of the programmable nature and capabilities of implementation by VLSI on-chip technologies [7]. Major applications of CNN are found in image processing and nonlinear dynamics, just to name a few. These applications are generally modeled by ODEs and PDEs. The next development is concerned with the design of a CNN simulator to solve the NP-hard problem related to finding the minimum spanning tree in many graph topologies of magnitude 11 and degree 8.
Deriving Lagrangian optimization function

Deriving a set of ODEs by exploiting the neuron-dynamics concept

The minimum spanning tree can be considered as a multivariate constrained optimization problem. This problem can be modeled by (2a), (2b) and (2c).

\[
\text{Minimize } f = f(X) \tag{2a}
\]

subject to:

\[
g_k(X) \leq 0 \quad k = 1,2,...,m \tag{2b}
\]

\[
h_j(X) = 0 \quad j = 1,2,...,p \tag{2c}
\]

Where \( X = [x_1, x_2, ..., x_n] \) is the state vector of all the edges in a given graph and \( f(X) \) is a scalar value materializing or representing the distance of spanning trees. During the optimization process, the value of the state variables should be attracted to the constraints defined by (2b) and (2c). This reveals the sensitive effects of constraints on the optimal state variables.

The Lagrangian multiplier is a widely used relaxation technique for integer programming problems. Some of the characteristics of the Lagrangian relaxation method are described in [8-10]. In the general case of multivariate optimization problems, the Lagrangian multiplier method converts the objective function together with all constraints into Lagrangian function by introducing a set of Lagrangian multipliers \( \lambda_k \), where each \( \lambda_k \) corresponds to one constraint \( g_k(X) \). This can be modeled by (3):

\[
\tilde{L}(X, \lambda) = f(X) + \sum_{k=1}^{m} \lambda_k \times g_k(X) + \sum_{j=1}^{p} \lambda_j \times h_j(X) \tag{3}
\]

where \( \lambda_k \geq 0 \).

In order to minimize the objective function \( f \), suitable values for the Lagrange multipliers must be calculated. In our approach, we consider these Lagrangian multipliers as Lagrangian variables. These variables are control parameters which can be monitored to minimize the objective function. When this condition is fulfilled the optimal value of the state variables are obtained showing the minimum spanning tree of a specific graph topology.

The set of ODEs is derived by applying the neuron-dynamics theorem [5] to all the partial derivatives in term of \( x_i \) and \( \lambda_k \). This leads to (4a) and (4b).

\[
\frac{dx_i}{dt} = -\frac{\partial \tilde{L}(x_i, \lambda_k)}{\partial x_i} \tag{4a}
\]

\[
\frac{d\lambda_k}{dt} = +\frac{\partial \tilde{L}(x_i, \lambda_k)}{\partial \lambda_k} \tag{4b}
\]

In summary, three key steps are considered for modeling NP-hard problem by ODEs. These steps are shown in Fig. 2.

The first step is concerned with the derivation of the objective function and the modeling of constraints. The corresponding equations are proposed.

The second step deals with the establishment of the Lagrangian optimization function. This is archived by combining the objective function with all the constraints.

The third step is concerned with the derivation of the corresponding partial differential equations (PDEs). This is achieved by evaluating the partial derivatives of the Lagrangian optimization function in terms of all the independent variables. The concept of neuron-dynamics is exploited to transform the PDEs into ODEs.
Our focus is finding the minimum spanning tree of a given graph. To achieve this, the distance between nodes is the main factor which is being considered for findings. This distance is obtained as the sum of distances between nodes (i.e. nodes belonging to the MST). The connectivity between nodes is materialized by the state \( x_{ij} \) of each edge (\( x_{ij} = 1 \) for edges belonging to the MST and \( x_{ij} = 0 \) otherwise).

The distance in the graph \( G (V, E) \) can be expressed or formulated by the objective function \( f(x) \) described in (5).

\[
f(x) = \sum_{i=1}^{N} \sum_{j=1}^{N} c_{ij} x_{ij} \quad \left\{ x_{ij} \in F = \{0,1\} \right\} \quad \forall i, j | c_{ij} \neq 0
\]  

(5)

The optimization function to compute the MST is obtained from (6).

\[
Q(X) = \text{Minimize} \left[ f(X) \right]
\]  

(6)

Some key conditions are considered to fulfill the requirements of the problem formulation. The first condition imposes every node in the graph to belong to the spanning tree. This can be formulated by (7)

\[
1 - \sum_{j=1}^{N} x_{ij} \leq 0 \quad \left\{ k = 1,2,\ldots,N \right\} \quad \forall j | c_{ij} \neq 0
\]  

(7)

Where index \( k \) stands for every nodes in the graph. The \( j \) index stands for all the nodes connected to node \( k \).

The second condition is avoiding cycles in the sub-graphs. This can be formulated by (8).

\[
\sum_{i=1}^{N-1} \sum_{j=1}^{N} x_{ij} - N + 1 = 0 \quad \forall i,j | c_{ij} \neq 0
\]  

(8)

The Lagrangian multiplier method is applied to combine the objective function together with constraints into the Lagrangian optimization function as described in (9)

\[
\tilde{L}(x_{ij}, \lambda_k) = \sum_{i=1}^{N-1} \sum_{j=1}^{N} c_{ij} x_{ij} + \lambda_k \left( 1 - \sum_{j=1}^{N} x_{ij} \right)
\]

\[
+ \lambda_{N+1} \left( \sum_{i=1}^{N-1} \sum_{j=1}^{N} x_{ij} - N + 1 \right)
\]  

(9)

where \( \lambda_k \geq 0 \)

Equation (9) can be transformed into (10a), (10b) and (10c) by applying the neuron-dynamics concept.

\[
\frac{dx_{ij}}{dt} = \lambda_i + \lambda_j - \lambda_{N+1} - c_{ij} \quad \forall i, j | c_{ij} \neq 0
\]  

(10a)

\[
\frac{d\lambda_k}{dt} = 1 - \sum_{j=1}^{N} x_{ij} \quad \left\{ k = 1,2,\ldots,N \right\} \quad \forall j | c_{ij} \neq 0
\]  

(10b)

\[
\frac{d\lambda_{N+1}}{dt} = \sum_{i=1}^{N-1} \sum_{j=1}^{N} x_{ij} - N + 1 \quad \forall i, j | c_{ij} \neq 0
\]  

(10c)

V. SOLUTION BASED ON THE CNN CONCEPT

The CNN simulator is designed on top of SIMULINK to solve the set of ODEs in (10a), (10b) and (10c). These equations are used to evaluate the MST in the graph topology in Fig. 3a [3]. Indeed, the solutions \( x_{ij} \) are used to decide the states of connectivity of edges belonging to the MST. Three main steps are considered for the implementation of the CNN simulator:

a. The ODEs are arranged in the similar form as the state-control CNN equations (1). A comparison or identification of these equations leads to the determination of the appropriate (or corresponding) CNN templates to solve (10a), (10b) and (10c).

b. We design a CNN simulator to solve 34 ODEs with 34 variables corresponding to 22 state variables and 12 Lagrangian variables. This is achieved by using 34 CNN cells.

c. Each of the 22 state variables can take the values 1 or 0. This condition is fulfilled if we are performing in the linear portion of the CNN sigmoid function. Therefore one can perform some mathematical development to show that the state variables are accurately obtained at the output of the sigmoid function.

Figure 3a. A graph topology with 11 nodes
* State variables’ values:
  \[ x_{1,2} = 1, x_{1,3} = 1, x_{1,4} = 1, x_{3,4} = 1, x_{5,8} = 1, x_{6,7} = 1, x_{9,11} = 1, x_{10,11} = 1 \]

* Minimum Spanning Tree:
  \[ \{(1, 2), (1, 3), (1, 4), (2, 5), (3, 6), (5, 8), (6, 7), (6, 9), (9, 11), (10, 11)\} \]
It should be worth noticing that the condition (c) shows the advantage of using the CNN concept to determine the state variables. In fact, the sigmoid function is exploited to impose the state variables between 0 and 1. The SIMULINK diagram of the CNN simulator shown in Fig. 3b consists of two subsystems. The first subsystem is the state predictor. The second is the Lagrangian variable predictor. Each subsystem includes number of sub-blocks each of which implements the structure of the elementary cell (Fig. 3c). Each elementary cell for a specific state variable has three connections with other neighbouring cells. The weight value of each edge is the bias value of a cell.

VI. SIMULATION PRINCIPLE AND RESULTS

A. General principle

Our simulation principle is summarized in Fig. 4. Four main/key steps are considered.

![Simulation Flowchart](image)

The first step deals with the perturbation of weights and setup parameters. This step is very important for obtaining converging simulations which manifest themselves by the iniquity of solutions (i.e. the existence of only one or a unique MST for a given graph topology). In fact, a situation can occur (depending upon the weight values assigned to a graph topology) where we have more than one MST. Another situation can occur where looking for MST leads to cyclic sub-graphs. These are two main problems we are currently facing when evaluating MST in various graph topologies. To overcome the problem related to the coexistence of many MST for the same simulation, we perform a dynamic variation of weights based on the perturbation analysis of all weight values of the graph under investigation. This perturbation analysis was shown to be efficient to decide about the final MST corresponding to a specific graph topology. Referring to the existence of cyclic sub-graphs when evaluating MST, this issue was solved by choosing one weight randomly amongst those belong to the cycle and assigning it a big weight value (or a heavy weight). This is the technique which consists to exclude a specific weight of the cycle.

The second step is concerned with the computing process of the CNN simulator. The output of CNN simulator corresponding to state variables are fed into the graph checker.

The third step deals with the determination of the valid sub-graph as solution of MST. This sub-graph is obtained from all edges corresponding to state variables which take values 1.

The fourth step deals with the decision of completing the simulation or continuing to run more times. This is based on checking information provided by the graph checker. In case of unconnected sub-graphs with or without cycles, the simulation will be re-run after perturb weights and/or reassign weight values to one edge belonging to the cycle. This scenario is materialized in Fig. 4 by a feedback loop. The simulation finished when the minimum spanning tree found or after a predefined number of iterations.

B. Simulation results

We perform simulations for finding MST trajectories on a particular weighted graph topology with magnitude 11 and degree 8. For our various simulations, three scenarios are considered. The first scenario deals with cases of weights leading to connected sub-graphs without cycles (or spanning trees) with minimum distance (see Fig. 5a). The output results give the minimum spanning tree which includes all the edges represented in bold-lines in Fig. 5a based on the values of state variables obtained from the CNN simulator. The two other scenarios are concerned with the results of unconnected sub-graphs without cycles (Fig. 5b) or with cycles (Fig. 5c).

In case of scenarios 2 and 3, the simulator need to re-run one or several times (following the process shown in Fig. 4) to obtain the final result of a minimum spanning tree. An interesting question when dealing with cyclic sub-graphs is how to break the cycle. Our approach to break the cycle is to choose one of the edges belonging to the cycle and assign it a large value of weight in order to avoid the selection of that edge during the next MST findings process. After breaking the cycle, the simulation process is the same as in scenario-1.

![Scenario-1](image)
In the Table I, it is clearly shown that the computing process starts by perturbing all weights together. This can be derived by a small value of the order of perturbation added to every weight in the Table I, each of which can be localized in Fig. 5b.

Figure 5b. Scenario-2: unconnected subgraphs without cycles

Figure 5c. Scenario-3: unconnected subgraphs with cycles

TABLE I. PERTURBED WEIGHTS OF SCENARIO-2

Results of CNN simulator using perturbed weights in Table I at run#2 corresponding to the trajectory of the MST

Edge(i,j): [(1,2), (1,3), (1,4), (2,5), (3,6), (6,7), (6,9), (9,10), (9,11)]

TABLE II. SCENARIO-3.1: PERTURBED WEIGHTS, W(10,11) = 100

Results of CNN simulator using perturbed weights in Table II at run#1 corresponding to the trajectory of the MST

Edge(i,j): [(1,2), (1,3), (1,4), (2,5), (3,6), (5,8), (6,7), (6,9), (9,10), (9,11)]

TABLE III. SCENARIO-3.2: PERTURBED WEIGHTS, W(9,11) = 100

Results of CNN simulator using perturbed weights in Table III at run#1 corresponding to the trajectory of the MST

Edge(i,j): [(1,2), (1,4), (2,5), (3,6), (5,8), (6,7), (6,8), (6,9), (9,10), (10,11)]

TABLE IV. SCENARIO-3.3: PERTURBED WEIGHTS, W(9,10) = 100

Results of CNN simulator using perturbed weights in Table IV at run#2 corresponding to the trajectory of the MST

Edge(i,j): [(1,2), (1,4), (2,5), (3,5), (5,8), (6,7), (6,8), (6,9), (9,11), (10,11)]

During our various computations, we obtain a cyclic subgraph when finding the MST, especially when the graphs have many equal or close values of weights. This cyclic subgraph is materialized in Fig. 5c where it is clearly shown that the cycle in the sub-graph is composed by the following sequence of edges {(9,10), (10,11), (10,11)}. In this case, one of these edges {W(9,10), W(10,11), or W(10,11)} is assigned a heavy weight (value = 100). This leads to the trajectory of MST after one or two runs as shown together with perturbed weights in Tables II, III and IV. In these scenarios, the summation of weights of sub-graphs specified by state variables solved by CNN simulator can change randomly with small variation around the distance of the real MST.

During our various numerical simulations, it has been found that the convergence time of state variables depend significantly on the values of weights. This convergence time corresponds to the duration of the transient phase. In fact, each of the 34 ODEs can show different convergence times. Therefore, the convergence time of the global system (set of 34 ODEs) is chosen to be equal to the maximal convergence time of state variables. The convergence time of full system is corresponding to the convergence time of the state variable as drawn in Fig. 6.
During our various simulations, it has been found that all the state variables corresponding to the edges belonging to the MST which take the same value of weight will have the same convergence time. For scenario-1 (Fig. 5a), six state variables corresponding to the edges \{(1,2), (1,4), (2,5), (3,6), (6,7), (6,9), and (9,11)\} which have weight values 1, as well as three state variables corresponding to the edges \{(1,3), (5,8), and (10,11)\} which have weight values 2 show the same convergence times (see Fig. 6). Among all the state variables belonging to the MST, the state variables of the edges with greater value of weight will take more time to converge to value 1 (i.e. the permanent value of state variables belonging to the MST).

VII. CONCLUSIONS

This paper has shown the good potentiality of the computing based on the CNN paradigm/concept to solve NP-hard problems. This paradigm has been applied on a graph topology of magnitude 11 and degree 8 to find the minimum spanning tree. The proposal method and simulation principle can be very flexible to real issues where random weighted graphs are involved. One issue need to be further considered is how to model the general constraints for removing completely cycles and/or impose the findings of connected sub-graphs. The implementation of the CNN simulator to compute stochastic MST on real hardware platforms by combining powerful features of DSP and FPGA can also be the next developments to explore the advantages of the proposal methods. This can increase the stability of the simulator and speed-up the convergence times.
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